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1. Correlation of $X$ and $Y = \frac{\text{Cov}(X, Y)}{\sqrt{\text{Var}(X)\text{Var}(Y)}}$ where \( \text{Cov}(X, Y) = E((X-E(X))(Y-E(Y))) \)

If \( \text{Cov}(X, Y) = -1 \) then there is an exact linear relationship between $X$ and $Y$, $Y = a + bX$, with $b < 0$.

(i) Let $X =$ father's height, $Y =$ eldest son's height

\[
\text{Cov}(X, Y) = \text{Cov}(X, Y)\sqrt{\text{Var}(X)\text{Var}(Y)} = 0.52 \times 7.0 \times 7.2 = 26.208
\]

(ii) Sample mean height of father and son $= \frac{X+Y}{2}$. This is a linear function of $X$ and $Y$ and so has a (univariate) normal distribution.

\[
E\left(\frac{X+Y}{2}\right) = \frac{1}{2}(E(X) + E(Y)) = 177.0
\]

\[
\text{Var}\left(\frac{X+Y}{2}\right) = \frac{1}{4}\left(\text{Var}(X) + \text{Var}(Y) + 2\text{Cov}(X,Y)\right) = \frac{1}{4}(7.0^2 + 7.2^2 + 2 \times 26.208) = \frac{153.756}{4} = 38.314
\]

\[
\frac{X+Y}{2} \sim N(177.0, 38.314)
\]

\[
P\left(\frac{X+Y}{2} > 180\right) = 1 - \Phi\left(\frac{180 - 177.0}{38.314}\right) = 1 - \Phi\left(0.3647\right)
\]

\[
= 1 - 0.6461 \text{ (using normal tables)} = 0.3539
\]

Long answer between 0.3130 and 0.3750 is acceptable.

(iii) Need to evaluate $P(Y > 1.05X) = P(Y - 1.05X > 0)$.

$Y - 1.05X$ is univariate normal.

\[
E(Y - 1.05X) = 178.0 - (1.05 \times 176.0) = -6.8
\]

\[
\text{Var}(Y - 1.05X) = \text{Var}(Y) + (1.1025 \times \text{Var}(X)) - 2 \times 1.05 \times \text{Cov}(X,Y)
\]

\[
= 7.0^2 + (1.1025 \times 7.0^2) - (2.1 \times 26.208) = 50.9257
\]

\[
Y - 1.05X \sim N(-6.8, 50.9257)
\]

\[
P(Y - 1.05X > 0) = 1 - \Phi\left(\frac{0 - (-6.8)}{\sqrt{50.9257}}\right) = 1 - \Phi\left(\frac{6.8}{\sqrt{50.9257}}\right)
\]

\[
= 1 - \Phi\left(0.9538\right) = 1 - 0.8299
\]

= 0.1701

Long answer between 0.1650 and 0.1710 is acceptable.
(i) \( \text{pgf } \Pi_y(t) = E(t^Y) = \sum_{k=0}^{\infty} t^k \frac{\lambda^k}{k!} = e^{-\lambda} \sum_{k=0}^{\infty} \frac{(t\lambda)^k}{k!} = e^{-\lambda} \cdot e^{t\lambda} = e^{\lambda(1-t)} \)

(ii) \[
\begin{align*}
\frac{dE_y(\lambda)}{d\lambda} &= \lambda e^{-\lambda(1-t)} \quad (i) \\
E_0(Y) &= \frac{d^2E_y(\lambda)}{d\lambda^2} \Big|_{\lambda=0} = \lambda \quad (ii) \\
E(Y) &= \frac{dE_y(\lambda)}{d\lambda} \Big|_{\lambda=0} = \lambda e^{-\lambda(1-t)} \quad (iii) \\
E(Y(Y-1)) &= E(Y^2) - E(Y) = \frac{d^2E_y(\lambda)}{d\lambda^2} \Big|_{\lambda=0} = \lambda^2 \\
\therefore E(Y) &= \lambda + \lambda \\
\var(Y) &= E(Y^2) - (E(Y))^2 = \lambda \quad (v)
\end{align*}
\]

(iii) Let \( W = \sum_{i=1}^{\infty} Y_i \), so that \( \Pi_W(t) = E(t^W) = \prod_{i=1}^{\infty} E(t^Y_i) = \prod_{i=1}^{\infty} E(t^Y_i) = \prod_{i=1}^{\infty} e^{-tE(Y_i)} = e^{-\sum t E(Y_i)} = e^{-t \lambda(1-t)} \)

which is the pgf of the Poisson distribution, parameter \( \lambda \).

By the 1-1 correspondence between distributions and pgf's, we can deduce that \( W \sim \text{Poisson, parameter } \lambda \).

(iv) Likelihood, \( L(\lambda) = \prod_{i=1}^{n} \frac{\lambda^{Y_i}}{Y_i!} = \frac{e^{\lambda \sum Y_i}}{n!} \quad (i) \)

Log likelihood, \( \ell(\lambda) = -n \lambda + \sum Y_i \log \lambda + \text{constant} \quad (i) \)

\[
\frac{\partial \ell}{\partial \lambda} = -n + \frac{\sum Y_i}{\lambda} \quad (ii)
\]

\[
\frac{\partial^2 \ell}{\partial \lambda^2} = -\frac{\sum Y_i}{\lambda^2} < 0 \quad (ii)
\]

... Maximum occurs at \( \frac{\partial \ell}{\partial \lambda} = 0 \) i.e. \( \hat{\lambda} = \frac{\sum Y_i}{n} \).

(v) Method of moments: set population mean, \( \lambda \), equal to the sample mean, \( \frac{\sum Y_i}{n} \), and solve for \( \lambda \). Clearly \( n \) of a estimator of \( \lambda \) is \( \hat{\lambda} = \frac{\sum Y_i}{n} \) i.e. \( \hat{\lambda} \).

(vi) Central limit theorem: for \( n \) sufficiently large, \( \bar{Y} = \frac{\sum Y_i}{n} \sim N(\lambda, \frac{\lambda}{n}) \)

i.e. \( N(\lambda, \frac{\lambda}{n}) \). The approximate 95% confidence interval for \( \lambda \) is \( \bar{Y} \pm 1.96 \sqrt{\frac{\lambda}{n}} \) (since 1.96 is the 97.5% pt of \( N(0,1) \)).
(i) \[
\frac{dx}{dt} = 4 \alpha t (1 - t^2)^{-5/2} \quad \frac{d^2 x}{dt^2} = 20 \alpha (1 - t^2)^{-7/2} \quad \frac{d^3 x}{dt^3} = 84 \alpha (1 - t^2)^{-9/2}
\]
\[
E(x) = \frac{dx}{dt} \bigg|_{t=0} = 4 \alpha \quad (i)
\]
\[
E(x') = \frac{dx}{dt} \bigg|_{t=\infty} = 20 \alpha \quad (ii)
\]
\[
E(x'') = \frac{d^2 x}{dt^2} \bigg|_{t=\infty} = 120 \alpha \quad (iii)
\]
\[
E(x''') = \frac{d^3 x}{dt^3} \bigg|_{t=\infty} = 840 \alpha \quad (iv)
\]

(ii) \[
E(\hat{\alpha}) = \frac{\sum E(x_i)}{\sum x_i} = \frac{20 \alpha \cdot \bar{x}}{\sum x_i} = \bar{x} \quad \forall \bar{x}
\]
\[
\bar{x} \text{ is unbiased if \ } \bar{x} = \alpha
\]

(iii) \[
\text{var}(X_i) = E(X_i^2) - (E(X_i))^2 = 840 \alpha^2 - 400 \alpha^2 = 440 \alpha^2
\]
\[
\text{var}(\hat{\alpha}) = \frac{1}{n \sum x_i} \times 440 \alpha^2 = 118 \alpha^2
\]

(iv) \[
\text{Likelihood} \quad L(\alpha) = \prod_{i=1}^{n} \frac{1}{6 \alpha^2} e^{-\frac{x_i}{6 \alpha^2}} = \frac{n(\hat{\alpha})^e}{(6 \alpha^2)^n}
\]

\[\log \text{likelihood} \quad L(\alpha) = -2n \log(\alpha) - \frac{x^2}{2 \alpha^2} \sum x_i + \text{constant} \]
\[\frac{d L}{d \alpha} = -2n \frac{1}{\alpha} + \frac{1}{2} \frac{x^2}{\alpha^3} \sum x_i \quad (i)
\]
\[\frac{d^2 L}{d \alpha^2} = -\frac{n}{\alpha^2} - \frac{1}{2} \frac{x^2}{\alpha^4} \sum x_i \quad (ii)
\]
\[E\left(-\frac{d^2 L}{d \alpha^2}\right) = -\frac{2n}{\alpha} + \frac{3}{2} \frac{x^2}{\alpha} \times 4 \alpha \frac{d^2 \alpha}{d \alpha^2} = \frac{x^2}{\alpha} \cdot n \quad (iii)
\]
\[\therefore \text{Lower bound on variance} \quad \sigma^2 = \frac{2n}{n} \quad (iv)
\]
\[\text{Efficiency of} \quad \chi^2 = \frac{\frac{d^2 L}{d \alpha^2} \bigg|_{\alpha^2}}{\frac{d^2 L}{d \alpha^2} \bigg|_{\alpha^2}} = \frac{1}{10} = 0.9091 \quad (v)
\]
(ii) \[ f(x, y) = \int_{y}^{1} \int_{2y}^{2} \frac{1}{2(1-y)} \, dx \, dy = 2 \int_{0}^{1} \frac{1}{1-y} \, dy = 2 \ln(1-y) \bigg|_{0}^{1} = 2 \ln(2) = 2 \cdot 0.6931 < y < 1 \]

\[ E(Y) = \int_{0}^{1} y f(y) \, dy = \int_{0}^{1} y \left( \frac{1}{2y} \right) \, dy = \frac{1}{2} \left( y^2 \right) \bigg|_{0}^{1} = \frac{1}{2} \]

\[ E(x | y = \frac{1}{2}) = \int_{\frac{1}{2}}^{1} x \frac{f(x, y)}{f(y)} \, dx = \int_{\frac{1}{2}}^{1} \frac{x}{1-x} \, dx = \int_{\frac{1}{2}}^{1} \frac{1}{1-x} \, dx \]

\[ = \left[ -\ln(1-x) \right]_{\frac{1}{2}}^{1} = -\ln(2) + \ln(1) = -\ln(2) = \frac{3}{4} \]

(Alter: note that \( x | y \sim U(y, 2) \) and deduce expectation from this.)

(iii) \[ f(x, y) = \int_{y}^{1} \int_{2y}^{2} \frac{2}{2(1-y)} \, dx \, dy = \int_{y}^{1} \frac{1}{1-y} \, dy = \frac{1}{1-y} \bigg|_{y}^{1} = \frac{1}{1-y} \bigg|_{y}^{1} = \frac{2}{3} \]

\[ E(Y | X = x) = \int_{y}^{1} y \frac{f(y, x)}{f(x)} \, dy = \int_{y}^{1} y \left( \frac{1}{2y} \right) \, dy = \frac{1}{2} \left( y^2 \right) \bigg|_{y}^{1} = \frac{1}{2} \left( 1 \right) = \frac{1}{2} \]

(Alter: note that \( X | y \sim U(2y, 1) \) and deduce expectation from this.)

(iv) \[ P(Y < \frac{1}{2} X) = \int_{0}^{\frac{1}{2}} \int_{2y}^{1} \frac{1}{2} \, dx \, dy = \int_{0}^{\frac{1}{2}} \frac{1}{2} \left( x^2 \right) \bigg|_{2y}^{1} \, dy = \int_{0}^{\frac{1}{2}} \frac{1}{2} \left( 1 - 4y^2 \right) \, dy = \left[ \frac{1}{2} y - \frac{4}{3} y^3 \right]_{0}^{\frac{1}{2}} = \frac{1}{2} \frac{1}{2} - \frac{4}{3} \left( \frac{1}{2} \right)^3 = \frac{1}{2} \cdot \frac{1}{2} - \frac{4}{3} \cdot \frac{1}{8} = \frac{1}{4} - \frac{1}{6} = \frac{1}{12} \]

(Alter: note that the required probability = \( 2 \cdot \frac{1}{12} \) and use a geometric argument.)